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1
AUGMENTED REALITY PRODUCT
INSTRUCTIONS, TUTORIALS AND
VISUALIZATIONS

TECHNICAL FIELD

Example embodiments ofthe present application generally
relate to image recognition, and more particularly, to a system
and method for enhanced product instructions, tutorials, and
visualizations using augmented reality.

BACKGROUND

Today’s products are increasingly complex to set up and
operate. Often, the products are accompanied with detailed
instructions that may be daunting for a user to follow. in other
cases, a user may discard instructions after an initial set up of
a product. In yet other cases, it may be difficult to determine
what product accessories are required for a product. In each of
these cases, the user’s ability to operate the product may be
hampered by a lack of information about the product or an
inability to use the product. This in turn may aftect the user’s
experience with the product and the user’s perception of the
manufacturer of the product.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, which are not necessarily drawn to scale,
like numerals describe substantially similar components
throughout the several views. The drawings illustrate gener-
ally, by way of example, but not by way of limitation, various
embodiments discussed in the present document.

FIG. 1 is a network diagram depicting a network system,
according to some embodiments, having a client-server archi-
tecture configured for exchanging data over a network.

FIG. 2 is a block diagram illustrating multiple publication
applications, which may be provided as part of a network-
based publication system, according to some example
embodiments.

FIG. 3 is a diagram illustrating the generation of an aug-
mented reality view of an item, according to some embodi-
ments.

FIG. 4 is a flow chart of an example method for generating
an augmented reality of view of an item, according to some
embodiments.

FIG. 5 is a flow chart of an example method for processing
inputs received from an augmented reality-enhanced display
of an item, according to some embodiments.

FIG. 6 shows a diagrammatic representation of machine in
the example form of a computer system within which a set of
instructions may be executed to cause the machine to perform
any one or more of the methodologies discussed herein,

DETAILED DESCRIPTION

Although the present invention has been described with
reference to specific example embodiments, it will be evident
that various modifications and changes may be made to these
embodiments without departing from the broader spirit and
scope of the invention. Accordingly, the specification and
drawings are to be regarded in an illustrative rather than a
restrictive sense.

In various embodiments, a system and method to provide
instructions, visualizations, and recommendations based on
an augmented reality view of an item are disclosed.

FIG. 1 is a network diagram depicting a network system
100, according to one embodiment, having a client-server
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2

architecture configured for exchanging data over a network.
For example, the network system 100 may be a publication/
publisher system 102 where clients may communicate and
exchange data within the network system 100. The data may
pertain to various functions (e.g., online item purchases) and
aspects (e.g., managing content) associated with the network
system 100 and its users. Although illustrated herein as a
client-server architecture as an example, other embodiments
may include other network architectures, such as a peer-to-
peer or distributed network environment.

A data exchange platform, in an example form of a net-
work-based publisher 102, may provide server-side function-
ality, via a network 104 (e.g., the Internet), to one or more
client devices. The one or more client devices may be oper-
ated by users that use the network system 100 and more
specifically, the network-based publisher 102, to exchange
data over the network 104. These transactions may include
transmitting, receiving (communicating) and processing data
to, from, and regarding content and users of the network
system 100. The data may include, but are not limited to,
content and user data such as image data; product and service
reviews; product, service, manufacture, and vendor recom-
mendations and identifiers; product and service listings asso-
ciated with buyers and sellers; product tutorials and instruc-
tions; product visualization data; auction bids; and
transaction data, among other things.

In various embodiments, the data exchanges within the
network system 100 may be dependent upon user-selected
functions available through one or more client or user inter-
faces (Uls). The Las may be associated with a client device,
such as a client device 106 using a web client 110. The web
client 110 may be in communication with the network-based
publisher 102 via a web server 120. The Uls may also be
associated with a client device 108 using a programmatic
client 112, such as a client application, or a third party system
114 (e.g., one or more servers or client devices) hosting a third
party application 116. It can be appreciated in various
embodiments the client device 106, 108, and/or the third party
system 114 may be associated with a buyer, a seller, a third
party electronic commerce platform, a payment service pro-
vider, or a shipping service provider, each in communication
with the network-based publisher 102 and optionally each
other. The buyers and sellers may be any one of individuals,
merchants, or service providers, among other things.

Turning specifically to the network-based publisher 102,
an application program interface (API) server 118 and a web
server 120 are coupled to, and provide programmatic and web
interfaces respectively to, one or more application servers
122, The application servers 122 host one or more publication
application(s) 124. The application servers 122 are, in turn,
shown to be coupled to one or more database server(s) 126
that facilitate access to one or more database(s) 128.

In one embodiment, the web server 120 and the API server
118 communicate and receive data pertaining to listings,
transactions, and feedback, among other things, via various
user input tools, For example, the web server 120 may send
and receive data to and from a toolbar or webpage on a
browser application (e.g., web client 110) operating on a
client machine (e.g., client machine 106). The API server 118
may send and receive data to and from an application (e.g.,
client application 112 or third party application 116) running
on another client machine (e.g., client machine 108 or third
party server 114).

The publication application(s) 124 may provide a number
of publisher functions and services (e.g., listing, payment,
etc.) to users that access the network-based publisher 102. For
example, the publication application(s) 124 may provide a
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number of services and functions to users for listing goods
and/or services for sale, facilitating transactions, and review-
ing and providing feedback about transactions and associated
users. Additionally, the publication application(s) 124 may
track and store data and metadata relating to listings, trans-
actions, and user interaction with the network-based pub-
lisher 102, The publication application(s) 124 may aggregate
the feedback and/or the tracked data and metadata to enable a
user to collectively view accumulated feedback and/or
tracked data In one example embodiment, from the aggre-
gated data, the publication application(s) 124 may determine
a reputation, for example, in the form of a score or value, for
one or more users of a network-based community, the repu-
tation value being based on one or more user attributes asso-
ciated with the one or more users.

FIG.1 also illustrates a third party application 116 that may
execute on a third party system 114 and may have program-
matic access to the network-based publisher 102 via the pro-
grammatic interface provided by the API server 118. For
example, the third party application 116 may use information
retrieved from the network-based publisher 102 to support
one or more features or functions on a website hosted by the
third party. The third party website may, for example, provide
one or more listing, informational, publisher, or payment
functions that are supported by the relevant applications of
the network-based publisher 102.

FIG. 2 is a block diagram illustrating an example embodi-
ment of multiple publication application(s) 124, which are
provided as part of the network-based publisher 102. The
applications 124 may be hosted on dedicated or shared server
machines (not shown) that are communicatively coupled to
enable communications between server machines. The appli-
cations themselves are communicatively coupled (e.g., via
appropriate interfaces) to each other and to various data
sources, so as to allow information to be passed between the
applications or so as to allow the applications to share and
access common data. The applications may furthermore
access application servers 122 and one or more databases 128
via database servers 126.

The networked system 102 may provide a number of pub-
lishing, listing, and price-setting mechanisms whereby a
seller may list (or publish information concerning) goods or
services for sale, a buyer can express interest in or indicate a
desire to purchase such goods or services, and a price can be
set for a transaction pertaining to the goods or services. To this
end, the publication applications 124 are shown to include
store application(s) 202 that permit sellers to list individual
goods and/or services (hereinafter generically referred to as
“items”) for sale via the network-based publisher or group
their listings within a “virtual” store, which may be branded
and otherwise personalized by and for the sellers. Individual
and grouped listings may include details such as a title of an
item offered for sale, a description of the item, a price of the
item, one or more pictures of the item, a geographic location
of'the seller or the item, payment and shipping options, and a
return policy. The virtual store also may offer promotions,
incentives and features that are specific and personalized to a
relevant seller. In one embodiment, a seller using a virtual
store to sell their goods and services may result in the net-
work-based publisher 102 determining a higher reputation
value because of an inherent trustworthiness (e.g., higher
reputation value) of a “business” over an individual seller.

Within the store application(s) 202 may be included one or
more auction applications (not shown) which support auc-
tion-format listing and price setting mechanisms (e.g.,
English, Dutch, Vickrey, Chinese, Double, Reverse auctions
etc.). The various auction applications may also provide a
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number of features in support of such auction-format listings,
such as a reserve price feature whereby a seller may specify a
reserve price in connection with a listing and a proxy-bidding
feature whereby a bidder may invoke automated proxy bid-
ding.

The store application(s) 202 may further include a number
of fixed-price applications (not shown) support fixed-price
listing formats (e.g., the traditional classified advertisement-
type listing or a catalogue listing) and buyout-type listings.
Specifically, buyout-type listings (e.g., including the Buy-It-
Now (BEN) technology developed by eBay Inc., of San Jose,
Calif.) may be offered in conjunction with auction-format
listings, and allow a buyer to purchase goods or services,
which are also being offered for sale via an auction, for a
fixed-price that is typically higher than the starting price of
the auction.

Although the auction and fixed-priced applications have
been described as being part of the store application(s) 202
herein, it is contemplated that the auction and fixed-priced
applications may be standalone applications.

An imaging module 204 receives an image transmitted
from aclient device (e.g., client device 106). In some embodi-
ments, the imaging module 204 performs image recognition
techniques (e.g., edge detection, foreground segmentation,
pattern matching) on the image to identify an object or aspects
of the object contained within the image. To the extent nec-
essary, the imaging module 204 may enhance the attributes of
the image to aid in the processing of the image.

A fingerprinting module 206 may receive the processed
image from the imaging module 204 and may generate one or
more fingerprints of the image. In some embodiments, the
fingerprints may refer to the object(s) contained within the
image rather than the entire image itself The fingerprints may
be identifiers that identify the object contained in the image.
In some embodiments, the identifier may be a number. In
some embodiments, the identifier may be a unique identifier
that identifies the object, while in other embodiments, the
identifier may be a shared identifier that, for example, iden-
tifies a particular attribute or category of the object. In some
embodiments, the fingerprints are markers in the image that
aid the processing of the image. A fingerprint may be calcu-
lated using information within the image. For example, a
luminosity histogram may be used as a fingerprint.

The fingerprinting module 206 may generate a database of
fingerprints corresponding to one or more items. In the event
the fingerprinting module 206 identifies an unknown finger-
print, the fingerprinting module 206 may perform procedures
to identify and store the fingerprint in the database. Such
procedures may include prompting a user to provide addi-
tional information about the unknown object in the image,
extracting object attributes from the image containing the
unknown object, accessing one or more external systems to
look up and retrieve additional information related to the
object, and so forth. For example, the user may be prompted
to identify the object by speaking about the object. The fin-
gerprinting module 206 may perform voice recognition to
convert the audio information into one or more object
attributes.

A computer vision module 208 compares the one or more
fingerprints to the database of stored fingerprints. Using the
results of the comparison, the computer vision module 208
may process the image to identify any objects contained in the
image.

An augmented reality module 210 generates an augmented
reality view to overlay the image received from the client
device. In some embodiments, the augmented reality view is
positioned over the image using the identified fingerprints.
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The augmented reality view may be interactive, and one or
more different augmented reality views may be generated
depending on interactions with the augmented reality view by
the user. For example, a first augmented reality view may
identify the object or aspects of the object contained in the
image. In response to user input, in some embodiments, a
second augmented reality view corresponding to instructions
or tutorials relating to the object may be presented. In some
embodiments, a third augmented reality view may identify
one or more products offered for sale. The products may be
the objectitselfor items related to the object. In some embodi-
ments, the augmented reality view may be a video that is
overlaid on the object.

A database interface module 212 accesses one or more
databases and retrieves data for inclusion in the augmented
reality views. The data may correspond to instructions or
tutorials for products, listings of products or related products
offered for sale, directions to one or more sellers offering the
products or related products for sale, and so forth. In some
embodiments, the databases may include databases both
internal to the network-based publisher 102 and external.

In an embodiment, an augmented reality view may include
position data relating where to position the retrieved data in
the image or video. The position data may be absolute (e.g.,
coordinate), relative to an edge of the image (e.g., 10 pixels
from the top), or relative to an identified object in the image
(e.g., in the 5 pixels left of the object).

A recommendations engine 214 receives information iden-
tifying the object(s) contained in the image and generates
product recommendations that may be included in the aug-
mented reality view. In an embodiment, the product recom-
mendations are retrieved from a database. The product rec-
ommendations included in the augmented reality view may
be interactive, For example, upon selection of a product pre-
sented in an augmented reality view, the user may be redi-
rected into a purchase flow whereby the user may perform the
steps needed to purchase the product. In various embodi-
ments, the steps may include directing the user to an online
marketplace. The online marketplace may include a listing of
purchase opportunities related to the product recommenda-
tion. For example, a product recommendation may be for an
audio cable when the object in the image is a stereo. When the
audio cable recommendation is presented on the client device
and the audio cable is selected, the user may be taken to a
listing of audio cables available for purchase. As with the data
in the database, position data for the recommendations may
be defined for use in the augmented reality view.

FIG. 3 illustrates an example client device 106 in the form
ofamobiletablet computer. Other client devices may include,
but are not limited to, laptop computers and mobile phones
(e.g. smart phones). In various embodiments, the client
device includes at least one processor, display, image capture
device, network interface, and input device. The display may
be a touchscreen or non-interactive display. In an embodi-
ment, the image capture device is a camera. The network
interface may be configured to transmit and receive on mul-
tiple frequencies 4G, 3G, 802.11, etc) over network 104 with
publication system 102. The input device may be a keyboard,
touchscreen, gesture capture, stylus or a combination thereof.
In various embodiments, client device 106 also includes one
or more applications that are executed by the at least proces-
sor. The executed applications may be configured to perform
the functions and methods described herein.

FIG. 3 further illustrates electronics item 300. In an
embodiment, electronics item 300 is a video player. The video
player may include video RCA output 302, audio RCA out-
puts 304, 306, VGA output 306, and HDMI output 310. FIG.
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3 illustrates client device capturing an image of electronics
item 300 using an image capture device,

FIG. 4 illustrates an example method to provide an aug-
mented reality view of an item on a client device. In this
example, the method 400 may include operations such as
receiving image data from the client device 402, converting
image data into a fingerprint 404, comparing the fingerprint to
stored fingerprints 406, generating an augmented reality view
of the an item based on the identified fingerprint 408, and
providing the augmented reality view of the item to a client
device for overlay 410.

At block 402, image data is received from a client device.
In an embodiment, the image data is received over network
104 at application server such as application server 122. The
image data may be from an image captured using an image
capture device of the client device. For example, an applica-
tion may be run on the client device that prompts the user to
take a picture of an object (e.g., an item) the user wishes
additional information for. In various embodiments, guide-
lines are presented on the display of the client device to help
frame a picture of the object. After the picture is taken, the
resulting image data may be transmitted to the application
server. In various embodiments, multiple images are taken
and transmitted to the application server.

In an embodiment, at block 404, the image data is con-
verted into a digital fingerprint (e.g., a numerical value or
series of values of characteristics of the image). The conver-
sion process may be done using a module such as fingerprint-
ing module 206 as described previously. More than one fin-
gerprint may be generated from the image data.

In an embodiment, at block 406, the digital fingerprint(s)
from block 404 is compared against a database of stored
digital fingerprints. For example the digital fingerprint from
image data may be a number that was generated using finger-
print module 206. A database of stored digital fingerprints
may be queried using the generated number for possible
matches.

In an embodiment, at block 408, an augmented reality view
of the item based on the identified fingerprints is generated
and, at block 410, the augmented reality view of the item may
be transmitted back to the client device for overlay. For
example, a module such as augmented reality module 210,
may be used to retrieve information associated with the elec-
tronics item. This processes is explored in further detail in
FIG. 5. The gathered information may be transmitted as
alphanumeric data, video data, or image data, to the client
device as an augmented reality view. For example, the alpha-
numerical data may include text identifying components 302-
310. This text, or other data, may then be overlaid on a picture
ofelectronics item 300 within the display of client device 106.

In various embodiments, the application server determines
the locations (e.g., position) of where to overlay the gathered
information in the augmented reality view. in an embodiment,
the information itself and placement information may be
considered a generated augmented reality view. In various
other embodiments, the data is overlaid in a video of elec-
tronics item 300. The video may be a “live” view of the
electronics item as a user is pointing the image capture device
at the item.

FIG. 5 is a flow chart 500 of an example method for pro-
cessing inputs received from an augmented reality-enhanced
display of an item at an application server, according to some
embodiments. The method be started after transmitting an
augmented reality view as discussed in flow chart 400. In this
example, the method 500 may include operations such receiv-
ing input from a client device displaying the augmented real-
ity view of an item 502 and determining the type of input 504
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then, if the type is instructions, retrieving instructions of
tutorials for the item 506, and presenting the instructions of
tutorial for the item on a client device 508, if the type is an ad,
retrieving promotional items for the item 510, and presenting
the promotional items for the item on a client device 512, and
if the type is commerce, retrieving item recommendations for
the item 514, and presenting the item recommendations for
the item on a client device 516.

In an embodiment, at block 502, input is received from a
client device displaying an augmented reality view of an item.
In other embodiments, the input may be received with the
image data, The input may represent a request type for addi-
tional information concerning the item. For example, the
input may be for instructional information, promotional
information, or commerce information. Additional input
types may also be used without departing from the scope of
this disclosure. In various embodiments, an application run-
ning on the client device prompts a user for the request type.

In an embodiment, at decision block 504, it is determined
what type of input has been requested from the user based on
the received information. As depicted, one of three types of
input may be processed with method 500.

In an embodiment, at block 506, it is determined that the
request type is for instructions related to the item displayed on
the client device instructions or tutorials are retrieved for the
item, For example, the identification of the object (e.g., as
determined from the fingerprint) may be used as an input to a
query of an internal database containing instructions and
tutorials for a plurality of items. In various embodiments,
externals sources are searched for instructions and tutorials
related to the item. The retrieved instructions or tutorials are
then transmitted back to the client device. In an embodiment,
at block 508, the client device displays the instructions or
tutorials.

In an embodiment, at block 510, it is determined that the
request type is for advertisements related to the item dis-
played on the client device and promotional materials are
retrieved for the item. For example, the identification of the
object (e.g., as determined from the fingerprint) may be used
as an input to a query of an internal database containing
promotional materials for a plurality of items. In various
embodiments, externals sources are searched for promotional
materials related to the item. The retrieved promotional mate-
rials are then transmitted back to the client device. In an
embodiment, at block 512, the client device displays the
promotional materials. In various embodiments, additional
information such as where to purchase items included in the
promotional materials may be transmitted to the client device.

In an embodiment, at block 514, it is determined that the
request type is for commerce materials related to the item
displayed on the client device and item recommendation are
retrieved for the item, For example, the identification of the
object (e.g., as determined from the fingerprint) may be used
as an input to a query of an internal database containing item
recommendations for a plurality of items (e.g., using recom-
mendations engine 214). In various embodiments, externals
sources are searched for item recommendations related to the
item. The retrieved recommendations are then transmitted
back to the client device. In an embodiment, at block 512, the
client device displays the item recommendations. In an
embodiment, a location (e.g., website, physical address,
e-commerce listing) to purchase the item is also transmitted
to the client device.

FIG. 6 shows a diagrammatic representation of machine in
the example form of a computer system 600 within which a
set of instructions may be executed causing the machine to
perform any one or more of the methodologies discussed.
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herein. In alternative embodiments, the machine operates as a
standalone device or may be connected (e.g., networked) to
other machines. In a networked deployment, the machine
may operate in the capacity of a server or a client machine in
server-client network environment, or as a peer machine in a
peer-to-peer (or distributed) network environment. The
machine may be a personal computer (PC), a tablet PC, a
set-top box (STB), a Personal Digital Assistant (PDA), a
cellular telephone, a web appliance, a network router, switch
or bridge, or any machine capable of executing a set of
instructions (sequential or otherwise) that specify actions to
be taken by that machine. Further, while only a single
machine is illustrated, the term “machine” shall also be taken
to include any collection of machines that individually or
jointly execute a set (or multiple sets) of instructions to per-
form any one or more of the methodologies discussed herein.

The example computer system 600 includes a processor
602 (e.g., a central processing unit (CPU), a graphics process-
ing unit (GPU) or both), a main memory 604 and a static
memory 606, which communicate with each other via a bus
608. The computer system 600 may further include a video
display unit 610 (e.g., a liquid crystal display (LCD) or a
cathode ray tube (CRT)). The computer system 600 also
includes an alphanumeric input device 612 (e.g., a keyboard),
a user interface (UI) navigation device 614 (e.g., a mouse), a
disk drive unit 616, a signal generation device 618 (e.g., a
speaker) and a network interface device 620.

The disk drive unit 616 includes a machine-readable
medium 622 on which is stored one or more sets of instruc-
tions and data structures (e.g., software 624) embodying or
utilized by any one or more of the methodologies or functions
described herein. The software 624 may also reside, com-
pletely or at least partially, within the main memory 604
and/or within the processor 602 during execution thereof by
the computer system 600, the main memory 604 and the
processor 602 also constituting machine-readable media.

The software 624 may further be transmitted or received
over a network 626 via the network interface device 620
utilizing any one of a number of well-known transfer proto-
cols (e.g., HTTP).

While the machine-readable medium 622 is shown in an
example embodiment to be a single medium, the term
“machine-readable medium” should be taken to include a
single medium or multiple media (e.g., a centralized or dis-
tributed database, and/or associated caches and servers) that
store the one or more sets of instructions. The term “machine-
readable medium” shall also be taken to include any medium
that is capable of storing, encoding or carrying a set of instruc-
tions for execution by the machine and that cause the machine
to perform any one or more of the methodologies of the
present invention, or that is capable of storing, encoding or
carrying data structures utilized by or associated with such a
set of instructions. The term “machine-readable medium”
shall accordingly be taken to include, but not be limited to,
solid-state memories, optical media, and magnetic media.

The Abstract of the Disclosure is provided to comply with
37 C.F.R. §1.72(b), requiring an abstract that will allow the
reader to quickly ascertain the nature of the technical disclo-
sure. It is submitted with the understanding that it will not be
used to interpret or limit the scope or meaning of the claims.
In addition, in the foregoing Detailed Description, it can be
seen that various features are grouped together in a single
embodiment for the purpose of streamlining the disclosure.
This method of disclosure is not to be interpreted as reflecting
an intention that the claimed embodiments require more fea-
tures than are expressly recited in each claim. Rather, as the
following claims reflect, inventive subject matter lies in less



US 9,336,541 B2

9

than all features of a single disclosed embodiment. Thus the
following claims are hereby incorporated into the Detailed
Description, with each claim standing on its own as a separate
embodiment.

What is claimed:

1. A method comprising:

receiving a request for information from a client device, the

request including image data and a request type;
converting, using at least one processor, the image data into
a digital fingerprint;
comparing the digital fingerprint to a plurality of stored
fingerprints to identify an object in the image data; and
generating an augmented reality view of the identified
object based on the request type, the generating of the
augmented reality view of the identified object compris-
ing:
accessing instructions correlated with the identified
object based on the request type including an instruc-
tion request, the instructions stored in a database, and
determining location data for the instructions, the loca-
tion data including coordinates in the image data; and
transmitting the augmented reality view to the client
device.

2. The method of claim 1, wherein the augmented reality
view includes the instructions and the location data.

3. The method of claim 1, wherein generating an aug-
mented reality view of the identified object based on the
request type comprises:

retrieving promotional material associated with the object

based on the request type including an ad request.

4. The method of claim 1, wherein generating an aug-
mented reality view of the identified object based on the
request type comprises:

retrieving item recommendations associated with the iden-

tified object.

5. The method of claim 4, wherein the augmented reality
view includes the item recommendation.

6. The method of claim 5, further comprising:

receiving an indication the item recommendation was

selected on the client device; and

transmitting a location to purchase the item recommenda-

tion to the client device.

7. A computer-readable storage device including instruc-
tions stored thereon, which when executed by at least one
processor cause the processor to perform operations compris-
ing:

receiving a request for information from a client device, the

request including image data and a request type;
converting the image data into a digital fingerprint;
comparing the digital fingerprint to a plurality of stored
fingerprints to identify an object in the image data; and
generating an augmented reality view of the identified
object based on the request type, the generating of the
augmented reality view of the identified object compris-
ing:
accessing instructions correlated with the identified
object based on the request type including an instruc-
tion request, the instructions stored in a database, and
determining location data for the instructions, the loca-
tion data including coordinates in the image data; and
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transmitting the augmented reality view to the client
device.

8. The storage device of claim 7, wherein the augmented

reality view includes the instructions and the location data.

9. The storage device of claim 7, wherein the instructions
for generating an augmented reality view of the identified
object based on the request type comprise instructions for:

retrieving promotional material associated with the object
based on the request type including an ad request.

10. The storage device of claim 7, wherein the instructions
for generating an augmented reality view of the identified
object based on the request type comprise instructions for:

retrieving item recommendations associated with the iden-
tified object.

11. The storage device of claim 10, wherein the augmented
reality view includes the item recommendation.

12. The storage device of claim 11, wherein the operations
further comprise:

receiving an indication the item recommendation was
selected on the client device; and

transmitting a location to purchase the item recommenda-
tion to the client device.

13. A system comprising:

a server configured to receive a request for information
from a client device, the request including image data
and a request type;

a fingerprint module configured to convert the image data
into a digital fingerprint;

a computer vision module configured to compare the digi-
tal fingerprint to a plurality of stored fingerprints to
identify an object in the image data;

an augmented reality module configured to generate an
augmented reality view of the identified object based on
the request type, the augmented reality module being
configured to generate the augmented reality view by
performing operations comprising:
accessing instructions correlated with the identified

object based on the request type including an instruc-

tion request, the instructions stored in a database, and

determining location data for the instructions, the loca-

tion data including coordinates in the image data; and

the server configured to transmit the augmented reality
view to the client device.

14. The augmented reality view of claim 13, wherein the
augmented reality view includes the instructions and the loca-
tion data.

15. The system of claim 13, further comprising:

a recommendation engine configured to generate a product
recommendation associated with the identified object
based on the request type including a commerce request.

16. The system of claim 15, wherein the recommendation
engine is configured to generate an interactive augmented
reality view, the interactive augmented reality view config-
ured to allow a user to select the product recommendation.

17. The system of claim 16, wherein interactive augmented
reality view is configured to, based on receiving a selection of
the product recommendation, direct a user to an online mar-
ketplace to purchase the product recommendation.
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